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Ten guidelines for contributors to medical artificial intelligence 
research
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To all esteemed readers and contributors of the Ewha Medical 
Journal,

The number of medical papers incorporating deep learning 
technologies has increased significantly in recent years. As a result, 
medical journals now require specialized editorial expertise to 
properly evaluate these developments. Beyond validating the 
medical value, efficacy, and research outcomes, it has become nec-
essary to verify the technical aspects of deep learning research 
methods and the analysis of results. Ewha Medical Journal (EMJ) 
is a highly progressive publication that actively supports and en-
courages medical research utilizing artificial intelligence (AI). 
Recognizing the importance of this specialized AI role, we have 
established the position of AI Editor, which is a role that remains 
rare globally. I joined EMJ this year as the AI article editor and 
have recently reviewed and guided several submissions. This letter 
aims to provide a general guide, from an engineering perspective, 
for preparing medical research papers that incorporate artificial 
intelligence. It is designed to be easily understandable, though it is 
neither exhaustive nor intended as a master-level resource, nor 
does it function as a checklist. For a reliable, comprehensive 
guideline, we recommend consulting the TRIPOD (transparent 
reporting of a multivariable model for individual prognosis or di-
agnosis)-AI statement [1,2].

Manuscript format: imbue the medical 
manuscript with engineering depth

Medical and engineering papers differ markedly in their for-
mats, with notable distinctions in abstract structure (structured 

versus unstructured) and the organization of chapters. From an 
engineering standpoint, the overall format of an AI-driven re-
search paper in medicine is not the primary concern; adherence 
to the existing format of medical journals is generally sufficient. 
However, certain elements deemed essential from an engineering 
perspective must be thoroughly addressed in the manuscript.

Reproducibility: the lifeblood of 
experimentation, demonstrate it 
transparently

Medical research employing artificial intelligence typically in-
volves experiments using AI models, from which insights are de-
rived through the analysis of experimental results. It is essential 
that readers are able to reproduce both the experiments and their 
outcomes based solely on the information published in the paper, 
even when the code is not provided. To ensure this, unlike in con-
ventional medical papers, the following details must be clearly 
specified, and a dedicated section may be included for this pur-
pose: data, preprocessing methods, model details, training details, 
training results, and result analysis.

Data: the foundation of research, describe 
it accurately and in detail

All data used in the research must be described in detail, regard-
less of its origin or type. When utilizing publicly available datasets, 
the means and methods of acquisition must be explicitly stated. 
For self-collected data, an even more meticulous description is 
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necessary. Wherever feasible, self-collected datasets should be 
made publicly accessible; if this is not possible, they should at least 
be made available to reviewers for evaluation.

Preprocessing: a core determinant of 
outcomes, disclose it transparently

Data preprocessing methods have a profound impact on the re-
sults and the validity of the experiment. While general processes 
such as normalization and the handling of missing values are im-
portant, the way training, validation, and test datasets are com-
posed is especially critical for the development and validation of 
AI models. Including any portion of the training data in the test 
dataset constitutes “data leakage” and renders the experimental re-
sults meaningless. Furthermore, preprocessing procedures for all 
3 datasets, as well as for any required external test data, must be 
applied consistently to ensure the results are meaningful.

Model details: the core of the design, 
describe it for reproducibility

Ideally, the experimental code should be made publicly avail-
able. However, if this is not possible, the information provided in 
the paper should be detailed enough for readers to reconstruct the 
code, acquire and preprocess the data as described, and reproduce 
the research results. As with the data, if public disclosure of the 
code is not feasible, it should at least be accessible to reviewers.

Training details: the importance of 
environment and settings, record them 
meticulously

Training details encompass specifics about the environment 
and hyperparameters used during model training. This includes 
comprehensive information such as the operating system, central 
processing unit, graphics processing unit, Python and library ver-
sions, as well as detailed hyperparameter settings like learning rate, 
dropout ratio, optimizer, and its configurations. Even with identi-
cal data, preprocessing steps, and model code, the final training re-
sults and performance can vary considerably based on these set-
tings.

Training results: visualize the process, 
present the results with clear metrics

Machine learning, and particularly deep learning, requires a 
structured training process. During training, loss and performance 

metrics must be monitored to determine whether the model has 
been adequately trained or if overfitting has occurred. Typically, 
these metrics are presented graphically to illustrate their progres-
sion over time. Including loss and metric graphs will greatly aid 
readers in understanding the training process and the outcomes 
achieved.

Result analysis: task-appropriate metrics, 
interpret the findings in depth

AI tasks in medical research broadly encompass regression and 
classification, as well as segmentation and generation. For regres-
sion and classification tasks, essential metrics include mean square 
error, receiver operating characteristic (ROC) curves, and the 
area under the ROC curve. For classification tasks, the confusion 
matrix, precision, sensitivity (also referred to as recall), and F1-
score should be presented and discussed.

Comparative models: prove research 
value and ensure persuasiveness

If the research centers on the model itself, its superiority should 
be demonstrated by comparison with other models. However, in 
AI-powered medical research, the primary concern is the utility of 
the model in a medical context, rather than innovation for its own 
sake. Consequently, direct quantitative comparisons with other 
studies may be omitted when standardized experimental condi-
tions cannot be assured. Nevertheless, even in such cases, the ex-
perimental results should be presented with sufficient persuasive-
ness to establish the research’s value.

Discussion: bridge with clinical practice, 
clearly convey value

The ultimate aim of research utilizing artificial intelligence is to 
harness its potential as a valuable tool in clinical practice. Al-
though the research methods and results may be more aligned 
with engineering content, it is vital that clinicians and medical re-
searchers who will apply these findings can fully comprehend 
their significance. Therefore, the Discussion section should artic-
ulate the findings and limitations in the context of clinical practice, 
clearly highlighting the improvements and significance this study 
brings to the field. By doing so, we bridge the gap between engi-
neering and medicine, effectively conveying the practical value of 
the research to readers.

Indeed, these technical details may seem somewhat unfamiliar 
to readers accustomed to traditional medical journal articles. This 
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is because the writing of AI-based research papers demands far 
more detailed methodological explanations than traditional med-
ical papers. However, by faithfully incorporating the elements em-
phasized above, researchers can substantially enhance the reliabil-
ity and academic value of their work. Furthermore, such transpar-
ent reporting increases the likelihood that research findings will 
be applied in clinical practice, leading to meaningful advance-
ments.

EMJ is at the forefront of this wave of change and actively en-
courages the participation of medical students and early-career re-
searchers in particular. We will continue to strive to lower the bar-
riers to entry for AI research and to support innovative studies. 
We hope your valuable research achievements will be widely 
shared through this journal, ultimately contributing to the ad-
vancement of medicine.

Sincerely,
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